
Deep Learning (CNN) in 3D Point Cloud Processing 

Yongcheng Liu 
2019.04 



Introduction 



lamp 

Introduction   tasks 

shape classification shape retrieval shape correspondence 

semantic segmentation normal estimation object detection 

keypoint detection 

…… 



Introduction   datasets 

…… 

Princeton ModelNet: 1k 

Wu et al. 3D ShapeNets: A Deep Representation for Volumetric Shapes. CVPR 2015.  

ShapeNet Part: 2k 

Yi et al. A scalable active framework for region annotation in 3D shape collections. TOG 2016.  

PartNet models 

Mo et al. PartNet: A Large-scale Benchmark for Fine-grained and Hierarchical Part-level 3D Object Understanding. CVPR 2019.  



Introduction   datasets 

…… 

Hackel et al. Semantic3d. net: A new large-scale point cloud classification benchmark. ISPRS 2017.  

Stanford 3D indoor scene: 8k 

Armeni et al. 3d semantic parsing of large-scale indoor spaces. CVPR 2016.  

Semantic 3D: 4 billion in total 

Dai et al. ScanNet: Richly-annotated 3D Reconstructions of Indoor Scenes. CVPR 2017.  

ScanNet: seg + det 
KITTI: det 



Introduction   some challenges 

Irregular (unordered): permutation invariance 
Robustness to rigid transformations 

rotation 

scale 

translation 
Robustness to corruption, outlier, noise; partial data 



Introduction   3D representations 

multi-view images + 2D CNN volumetric data + 3D CNN 

point cloud + DL (CNN) ? 

mesh data + DL (GNN) ? 

image depth + CNN 



Related work – PointNet family 



Related Work   PointNet: permutation invariance 

No local patterns capturing Shared MLP + max pool (symmetric function) 

Qi et al. PointNet: Deep Learning on Point Sets for 3D Classification and Segmentation. CVPR 2017. 



Related Work   PointNet++: local to global 

Sampling + Grouping + PointNet 

Qi et al. PointNet++: Deep Hierarchical Feature Learning on Point Sets in a Metric Space. NIPS 2017.  



Related work – regularization 



Related Work   SEGCloud: voxelization 

Tchapmi et al. SEGCloud: Semantic Segmentation of 3D Point Clouds. I3DV 2017.  



Related Work   SPLATNet: high-dimensional lattice 

Su et al. SPLATNet: Sparse Lattice Networks for Point Cloud Processing. CVPR 2018.  

BCL: Bilateral convolution 

         layer 



Related Work   Pointwise CNN: k-NN binned kernel 

Hua et al. Pointwise Convolutional Neural Networks. CVPR 2018.  



Related Work   SO-Net: Self-Organizing Map (SOM) 

Li et al. SO-Net: Self-Organizing Network for Point Cloud Analysis. CVPR 2018.  



Related Work   PointCNN: X-transformation 

Li et al. PointCNN: Convolution On X-Transformed Points. NIPS 2018.  



Related Work   PointSift: SIFT-like network 

Jiang et al. PointSIFT: A SIFT-like Network Module for 3D Point Cloud Semantic Segmentation. arXiv 2018.  

SIFT : 

 orientation-encoding 

 scale-awareness (shortcut 

connections) 



Related work – robustness to rigid transformation 



Related Work  

Normalization:  

 Translation 

 Scale   

X  Rotation 

X · R, (Nx3) · (3x3) 



Related Work   SFCNN: Spherical Fractal CNN 

Rao et al. Spherical Fractal Convolution Neural Networks for Point Cloud Recognition. CVPR 2019.  

Cohen et al. Spherical CNNs. ICLR 2018.  



Related work – relation modeling 



Related Work   DGCNN 

Wang et al. Dynamic Graph CNN for Learning on Point Clouds. 2018.  

Dynamic Graph CNN (DGCNN) 

Points in high-level feature 

space captures semantically 

similar structures. 

 

Despite a large distance 

between them in the original 

3D space. 



Related Work   DGCNN 

Wang et al. Dynamic Graph CNN for Learning on Point Clouds. 2018.  

DGCNN —— EdgeConv 
global info. local info.  

 Neighbors are found in feature space 

 Learn from semantically similar structures 

max 



Related Work   self-attention 

Yang et al. Modeling Point Clouds with Self-Attention and Gumbel Subset Sampling. CVPR 2019. 

 Relation modeling: self-attention 

 Gumbel Subset Sampling VS. Farthest 

Point Sampling 

     — permutation-invariant 

     — high-dimension embedding space 

     — differentiable 



Related Work   self-attention 

Yang et al. Modeling Point Clouds with Self-Attention and Gumbel Subset Sampling. CVPR 2019. 

Embedding：PointNet Self-attention： 

group convolution + channel shuffle + pre-activation 



Related Work   self-attention 

Yang et al. Modeling Point Clouds with Self-Attention and Gumbel Subset Sampling. CVPR 2019. 

Gumbel Subset Sampling:  

Maximilian et al. Attention-based deep multiple instance learning. ICML 2018. 

discrete reparameterization trick 

multiple point version 



Related work – convolution on point cloud 



Related Work   Kernel Point Convolution 

Hugues et al. KPConv: Flexible and Deformable Convolution for Point Clouds. arXiv 2019. 

kernel points: 



Related Work   Kernel Point Convolution 

Hugues et al. KPConv: Flexible and Deformable Convolution for Point Clouds. arXiv 2019. 

repulsive potential: 

attractive potential: 



Related Work   Kernel Point Convolution 

Hugues et al. KPConv: Flexible and Deformable Convolution for Point Clouds. arXiv 2019. 

Rigid: 

Deformable: fit the local geometry 



Github: awesome-point-cloud-analysis 



Relation-Shape Convolutional Neural Network  

for Point Cloud Analysis (RS-CNN) 

Yongcheng Liu,  Bin Fan,  Shiming Xiang,  Chunhong Pan 

Project Page: https://yochengliu.github.io/Relation-Shape-CNN/ 

CVPR 2019   Oral Presentation 



RS-CNN   Motivation  

2D image 

3D point cloud 

3D Shape Learning Relation Learning 

Deep Learning (CNN) 



RS-CNN   Method  

Relation-Shape Convolution (RS-Conv) 

local point subset spherical neighborhood: + 

: feature transformation : feature aggregation 

 Permutation invariance: only when A is symmetric and T is shared over each point 

 Limitations of CNN: weight is not shared  

                                     gradient only w.r.t single point - implicit 

 Conversion: learn from relation 

: mapping function(shared MLP)  high-level relation  

: predefined geometric priors  low-level relation  



RS-CNN   Method  

high-level relation encoding   +   channel raising mapping 

low-level relation        :   (3D 10 channels 



RS-CNN   RS-Conv: Properties  

 Permutation invariance 

 Robustness to rigid transformation in Relation Learning, e.g., 3D Euclidean distance 

 Points’ interaction 

 Weight sharing 

RS-Conv with relation learning is more general and can be applied to model  

2D grid spatial relationship. 

Revisiting 2D Conv: 



RS-CNN   RS-CNN  

Farthest Point Sampling + Sphere Neighborhood + RS-Conv 



RS-CNN   Shape classification 

Robustness to sampling density 

ModelNet40 benchmark 



RS-CNN   ShapePart Segmentation 

class mIoU  1.7↑       instance mIoU  1.1↑ 

Best results over 10 categories 



RS-CNN   ShapePart Segmentation 

Diverse, confusing shapes 



RS-CNN   Normal estimation 

less effective for some intractable shapes, 

such as spiral stairs and intricate plants 



RS-CNN   Geometric priors 



RS-CNN   Model analysis 

Robustness to point permutation and rigid transformation 

Model complexity 

relation: 3D 

Euclidean distance 



RS-CNN   Summary 

Relation-Shape Convolutional Neural Network  

for Point Cloud Analysis 

We propose a learn-from-relation convolution operator, which extends 

2D CNN to irregular configuration for point cloud analysis. 



Thanks for your attention ! 


