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Introduction 3D representations

multi-view images + 2D CNN volumetric data + 3D CNN

point cloud + DL (GNN & CNN) ?

mesh data + DL (GNN) ?

image depth + CNN 3



Introduction point cloud

Advantages

✓ raw sensor data, e.g., Lidar

✓ simple representation: N * (x, y, z, color, normal…)

✓ better 3D shape capturing
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Why emerging?

✓ autonomous driving

✓ AR & VR

✓ robot manipulation

✓ Geomatics

✓ 3D face & medical

✓ AI-assisted shape design in 3D game and animation, etc.

✓ open problem, flexible



lamp

Introduction tasks

shape classification shape retrieval shape correspondence

& registration

semantic segmentation normal estimationobject detection

keypoint detection

……
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Introduction datasets

……

Princeton ModelNet: 1k
[1] Wu et al. CVPR 2015. 

ShapeNet Part: 2k
[2] Yi et al. TOG 2016. 

PartNet models

[3] Mo et al. CVPR 2019. 
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Introduction datasets

……

[5] Hackel et al. ISPRS 2017. 
Stanford 3D indoor scene: 8k

[4] Armeni et al. CVPR 2016. 

Semantic 3D: 4 billion in total

[6] Dai et al. CVPR 2017. 

ScanNet: seg + det
KITTI, nuScenes: det
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Introduction some challenges

Irregular (unordered): permutation invariance Robustness to rigid transformations

rotation

scale

translation
Robustness to corruption, outlier, noise; partial data;

large-scale data
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Related Work PointNet family

Shared MLP 

+ 

max pool (symmetric function)

[18] Qi et al. PointNet. CVPR 2017.
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[19] Qi et al. PointNet++. NIPS 2017.

Sampling + Grouping + PointNet

capture local patterns better

CNN like



Related Work PointNet family

[20] Qi et al. Frustum. CVPR 2018.
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2D detector

[21] Liu et al. FlowNet3D. CVPR 2019.



Related Work regular processing

[7] Zhou et al. VoxelNet. CVPR 2018. 
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[8] Su et al. SPLATNet. CVPR 2018. 

[11] Atzmon et al. PCNN. SIGGRAPH 2018.

lattice + bilateral convolution + hash index

“without any discretization or approximation”

[9] Kiefel et al. Permutohedral Lattice CNNs. ICLR 2015. 

[10] Jampani et al. Bilateral Neural Networks. CVPR 2016.

3D grid + PointNet + 3D CNN



[12] Li et al. PointCNN. NIPS 2018. 
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Related Work regular processing

“simultaneously weight and permute the input features”

[13] Jiang et al. PointSIFT. arXiv 2018. Scale-awareorientation-encoding



[14] Li et al. SO-Net. CVPR 2018. 
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Related Work regular processing

Self-Organizing Map [15] Hua et al. Pointwise CNN. CVPR 2018. 

[16] Klokov et al. Kd-Net. ICCV 2017. 

Kd-Tree

[17] Rethage et al. FCPN. ECCV 2018. 

3D grid + PointNet + 3D CNN     200k points at once

+ MLP



[29] Wang et al. DGCNN. TOG 2019. EdgeConv
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Related Work   graph-based modeling

[30] Te et al. Regularized GCNN. MM 2018. 

[31] Valsesia et al. GAN for Point Cloud. ICLR 2019. 

learn domain (the graph) and features simultaneously kNN

kNN

kNN



[32] Wang et al. Spectral Graph Convolution. 

ECCV 2018. 

spectral graph conv +

recursive spectral cluster pooling
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Related Work   graph-based modeling

[33] Landrieu et al. Superpoint Graph. CVPR 2018. 

minimal partition + GCN
[34] Li et al. Gated GNN. ICLR 2016. 

[35] Simonovsky et al. ECC. CVPR 2017. 

[36] Landrieu et al. Oversegmentation. 

CVPR 2019. 

[37] Li et al. Deep GCNs. ICCV 2019. 

residual/dense connection

dilated conv



Related Work   convolution kernel

[39] Hugues et al. KPConv. arXiv 2019.
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[38] Shen et al. KC-Net. CVPR 2018. kernel correlation



Related Work   convolution kernel

18

[23] Wu et al. PointConv. CVPR 2019.

[22] HERMOSILLA et al. MCCNN. TOG 2018.

Monte Carlo Convolution

[41] Lan et al. Geo-CNN. CVPR 2019.



Related Work   convolution kernel
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[42] Tatarchenko et al. Tangent Conv. CVPR 2018.

tangent image S

[43] Komarichev et al. A-CNN. CVPR 2019.

[44] Zhao et al. PointWeb. CVPR 2019.



Normalization: 

✓ Translation

✓ Scale  

X Rotation

X · R = (Nx3) · (3x3)
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Related Work Robustness

Robustness to rigid transformation 

Data augmentation or align

Robustness to sampling density

[18] Qi et al. PointNet. CVPR 2017.

Multi-scale or Input dropout

Monte Carlo integration

Embedding density info.
[19] Qi et al. PointNet++. NIPS 2017.

[23] Wu et al. PointConv. CVPR 2019.

[22] HERMOSILLA et al. MCCNN. TOG 2018.



[28] Rao et al. SFCNN. CVPR 2019. 
21

Related Work Robustness

[25] Cohen et al. Group Equivariant CNN. ICML 2016. 

[26] Esteves et al. SO(3) Equivariant. ECCV 2018. 

[27] Cohen et al. Spherical CNNs. ICLR 2018. [40] Chen et al. ClusterNet. CVPR 2019. 

[24] Li et al. Discrete Rotation Equivariance. ICRA 2019. 

Rigorously Rotation-Invariant (RRI) Representation 

SO-Net



Github: awesome-point-cloud-analysis
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CVPR, ICCV, ECCV, SIGGraph / Asia, 

TOG, NIPS, ICLR, AAAI, MM, ICRA, IROS, 

3DV…… arXiv

CVPR 2018,  ~25

CVPR 2019,  ~50

ICCV  2019,     ？
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Relation-Shape Convolutional Neural Network 

for Point Cloud Analysis

Yongcheng Liu,  Bin Fan,  Shiming Xiang,  Chunhong Pan

Project Page: https://yochengliu.github.io/Relation-Shape-CNN/

CVPR 2019   Oral & Best paper finalist
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RS-CNN Motivation

2D image

3D point cloud

3D Shape Learning Relation Learning

Deep Learning (CNN) 25

Info: RGB

Info: spatial layout



RS-CNN Method: Relation-Shape Conv

local point subset spherical neighborhood: +

: feature transformation : feature aggregation

⚫ Permutation invariance: only when A is symmetric and T is shared over each point

⚫ Limitations of CNN: weight is not shared 

gradient only w.r.t single point - implicit

⚫ Conversion: learn from relation

: mapping function(shared MLP) → high-level relation 

: predefined geometric priors → low-level relation 
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RS-CNN Method

high-level relation encoding   +   channel raising mapping

low-level relation        :   (3D 10 channels
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RS-CNN RS-Conv: Properties

✓ Permutation invariance

✓ Robustness to rigid transformation in Relation Learning, e.g., 3D Euclidean distance

✓ Points’ interaction

✓ Weight sharing

RS-Conv with relation learning is more general and can be applied to model 

2D grid spatial relationship.

Revisiting 2D Conv:

28



RS-CNN RS-CNN

Farthest Point Sampling + Sphere Neighborhood + RS-Conv
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RS-CNN Shape classification

Robustness to sampling density

ModelNet40 benchmark
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RS-CNN ShapePart Segmentation

class mIoU 1.7↑ instance mIoU 1.1↑

Best results over 10 categories
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RS-CNN ShapePart Segmentation

Diverse, confusing shapes
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RS-CNN Normal estimation

less effective for some intractable shapes, 

such as spiral stairs and intricate plants
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RS-CNN Geometric priors
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RS-CNN Model analysis

Robustness to point permutation and rigid transformation

Model complexity

relation: 3D 

Euclidean distance
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DensePoint: Learning Densely Contextual Representation for 

Efficient Point Cloud Processing

Yongcheng Liu,  Bin Fan, Gaofeng Meng, Jiwen Lu, Shiming Xiang,  Chunhong Pan

ICCV 2019
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Code: https://github.com/Yochengliu/DensePoint



DensePoint Motivation
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Context: potential semantic dependencies between a 

target pattern and its surroundings

Multi-scale learning – high complexity

⚫ parameters

⚫ FLOPs

⚫ scale limitation

⚫ unintuitive (scale → semantic level)

✓ Efficient solution using deep learning?

✓ Explore its performance on point cloud from various aspects. 



DensePoint Method

key idea: multi-level receptive fields +     efficient conv on point cloud

38

dense connections                +     efficient point convolution

progressively aggregate multi-scale info. in an organic manner!



DensePoint Method: efficient PConv
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∅: single-layer perceptron

enhanced PConv: filter grouping Ci

Co = 4k

k

Ci*k

vs. 

Ci*k/4 + 4k2



DensePoint Method

40

Farthest Point Sampling + Sphere Neighborhood + ePConv + PPool

+ dense connections



DensePoint Shape classification

Robustness to sampling density and noise

ModelNet40 benchmark

41

No any augs!



DensePoint Shape retrieval

ModelNet40 benchmark

42

PointNet

DensePoint



DensePoint ShapePart Segmentation & normal estimation
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DensePoint model complexity

44

batchsize = 16

Titan Xp

1024 points
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Summary & Outlook
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Brief review

⚫ PointNet family

⚫ regular processing

⚫ graph-based modeling

⚫ convolution kernel

attention/self-attention

…

RS-CNN & DensePoint

⚫ relatoin modeling

➢ geometry & deep learning

⚫ contextual learning & efficiency

➢ visual recognition & robust learning



Advantages

✓ raw sensor data, e.g., Lidar

✓ simple representation: N * (x, y, z, color, normal…)

✓ better 3D shape capturing

47

Why emerging?

✓ autonomous driving

✓ AR & VR

✓ robot manipulation

✓ Geomatics

✓ 3D face & medical

✓ AI-assisted shape design in 3D game and animation, etc.

✓ open problem, flexible

⚫ efficiency in large-scale point cloud
⚫ multi-sensor/multi-modal

⚫ reconstruction

⚫ high-precision

⚫ robustness

✓ geometric DL, segmentation (instance), detection, 

completion, registration…

✓ capsule, GAN, one-shot/zero-shot, meta-learning, NAS

Welcome to the world of 3D point cloud!

Summary & Outlook
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Thanks for your attention !

yongcheng.liu@nlpr.ia.ac.cn
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