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Contribution

B Anovel deep MLIC framework equipped with cross-task knowledge distillation, 1.e.,
distilling the unique knowledge from WSD into MLIC.
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B The first work that applies knowledge distillation between two different tasks, I.e., weakly-
supervised detection and multi-label image classification.
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B Extensive experiments on two challenging large-scale datasets (MS-COCO and NUS-
WIDE) demonstrate the effectiveness of the proposed framework.
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Overall Framework
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B The Multi-Label Image Classification (MLIC) model can not work well due to poor y
localization for multiple semantic instances. M ( S{ I
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semantic regions which are informative for classifying the target object, although they

may not preserve object boundaries well. Co() 1 4
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B The localizations of WSD could provide object-relevant informative regions, the image- = |3 4 R!*f -
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the MLIC task.

Experiment
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' with A novel deep framework to boost MLIC by distilling the unique knowledge from WSD into
o classification with only image-level annotations. The WSD is taken as the teacher (T-WDet)
Persen while the MLIC is the student (S-Cls).
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wes | | Step 1: Weakly-Supervised Detection
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£ .. We first develop a WSD model with image-level annotations (WSDDN in this paper).
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MS-COCO: The image in 15t column of the 15t row. After distillation, even the highly

. . . Stage 2: Prediction-level transfer. Distilling the class dependencies from image-level
occluded objects like *fork™ and “cup” can be well recognized. J J P J

predictions of WSD.

NUS-WIDE: The image in 2"d column of the 15! row. After distillation, motion and event Minimize L (WS) + M. (WS) g L,(w®) === [ylogp+ (1 —y)log(l — p)]
concepts like “waterfall” and “rainbow” are recognized. P P <
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Table 1: Quantitative comparison (%) on MS-COCO. Table 2: Quantitative comparison (%) on NUS-WIDE. | | Advantages:
Method All Top-3 Method All Top-3 B After cross-task distillation, the MLIC model can be improved significantly.
Ho mAP FI-C F1-O | FI-C F1-O S0 mAP FI-C F1-O | FI-C FI-O _ . _ _
CNN-RNN [32] - - T o1 o3 CNN-RNN [32] - - 517 =52 B |t is efficient as the WSD model can be safely discarded in the test phase.
CNN-LSEP [19] - 629 683 - - Tag-Neighbors [15] 52.8 - - 452 625
CNN-SREL-RNN [21] - 634 725 | - - CNN-LSEP [19] - 52,9  70.8 - - _
RMAM(512+10crop) [33] | 72.2 - - 66.5 713 CNN-SREL-RNN [21] - 52.8  71.0 - -
RARLF(512+10crop) [5] - - - | 656 705 MCG-CNN-LSTM [43] | 524 - - 46.1  59.9 A b l at 10N St U d y
MIML-FCN-BB [39] 66.2 - - : - RLSD [43] 54.1 - - 46.9  60.3 . .
MCG-CNN-LSTM [43] 64.4 - - 58.1  61.3 KCCA [30] 52.2 ] _ _ _ Table 4: Component-wise ablation study.
RLSD [43] 68.2 - - 62.0  66.5 Ours-S-Cls (w/o) 55.6 52.0 67.2 | 47.5 64.8 Table 3: Overall ablation study M
- - thod AP
Ours-S-Cls (w/0) 70.9 636 67.0 | 60.7  66.7 Distillation [12] 572 543 695 | 503 675 e ———————————————— e?.w—m
Distillation [12] 713 647 693 | 615  67.6 FitNets [23] 574 549 704 | 514 686 Dataset mAP Baseline (Sigmoid-Logistic) 70.9
FitNets [23] 725 652 709 | 623 683 Attention transfer[42] | 57.6 55.2 703 | 517 688 S-Cls (w/o) T-WDet S-Cls (w/) +Distillation [12] 71.3
Attention transfer [42] 714 646 698 | 61.6 678 Ours-S-Cls (w/) 60.1 58.7 73.7 | 538 711 MS-COCO 70.9 78.6 74.6 +Class-aware distillation 72.1
Ours-S-Cls (w/ 74.6 69.2 74.0 | 66.8 72.7
urs 5 Cls (wi) NUS-WIDE 55.6 58.2 60.1 +NMS proposals transfer+Class-aware transfer | 73.8
+Rol-aware transfer+Class-aware transfer 74.6
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v the MLIC model not only obtains global information learned from annotations,
8%

v but also perceives the local object-relevant regions as complementary cues distilled
from the WSD model,

v' thus it could surpass the teacher (WSD) on NUS-WIDE.
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Table 5: Region proposals from EdgeBoxes and Faster-RCNN.

Method mAP
22% - O ——————— Tableb:
20% 2 = Baseline (Sigmoid-Logistic) | 70.9 |
16% ' T-WDet (EdgeBoxes [47]) 78.6 v’ EdgeBoxes: unsupervised
0% | S-Cls 74.6 v’ Faster-RCNN: supervised
8%
el T-WDet (Faster RCNN [22]) | 81.1 v 74.6 vs 76.3, the gap is not obvious
2% S-Cls 76.3
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Figure 4: The improvements over each class on MS-COCO (upper) and NUS-WIDE (lower) after knowledge
distillation. “*k” indicates the number (divided by 1000) of images including this class.

B The improvements are also considerable even when the classes are very imbalanced.

B The framework are robust to the object’s size and the /abel’s type.

v On MS-COCO, small objects like “bottle”, “fork”, “apple” and so on, which may be
difficult for the classification model to pay attention, are also improved a lot.

v On NUS-WIDE, scenes (e.g., “rainbow”), events (e.g., “earthquake”) and objects (e.g., Contact information: yongcheng.liu@nlpr.ia.ac.cn (Yongcheng Liu)
“book”) are all improved considerably. shaojing@sensetime.com (Jing Shao)
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